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ABSTRACT
Spaceborne Fiber Optic Data Bus (SFODB) is an IEEE
1393 compliant, gigabit per second, fiber optic network
specifically designed to support the real-time, on-board
data handling requirements of remote sensing spacecraft.
The network is fault tolerant, highly reliable, and capable
of withstanding the rigors of launch and the harsh space
environment.  SFODB achieves this operational and
environmental performance while maintaining the small
size, light weight, and low power necessary for
spaceborne applications.

On December 9, 1998, SFODB was successfully
demonstrated at NASA’s Goddard Space Flight Center
(GSFC).

INTRODUCTION
The SFODB technology was jointly funded by the
Department of Defense (DoD) and NASA SFODB and
scheduled for integration on NASA’s Earth Orbiter 1
(EO-1) satellite. The Science Advisory Team chose
SFODB for its design flexibility and widespread
applicability to future Earth Science missions. The
Spaceborne Fiber Optic Data Bus  (SFODB) Technology
was selected by the New Millenium Program/Integrated
Product Development Teams as a high payoff,
revolutionary technology suitable for flight validation
upon the Earth Orbiter-1 Mission.  For this mission,
science users rated SFODB highest among all cross
cutting spacecraft technologies.  SFODB addresses the
prevalent need for a high data rate, standardized “plug and
play”, low power, small footprint, science instrument data
interface. Such an interface is required for enabling and
reducing the cost of NASA’s future Earth and Space
Science Missions. NASA’s New Millennium Program
leveraged off of DoD’s previous SFODB investment to
flight validate and reduce non-recurring engineering for
future hyperspectral imaging and other high rate
spacecraft applications.

In July 1998, due to primarily sensor cost, schedule, and
spacecraft accommodation issues, SFODB was de-
manifested from the EO-1 mission.  However, SFODB
ground support equipment was developed with flight
SFODB components and demonstrated at NASA’s
Goddard Space Flight Center (GSFC) on December 9,
1998.

Teamwork was essential for SFODB’s development.  The
SFODB project includes:  joint DoD/NASA funding and
technical support;  joint TRW/Honeywell internal
research and development to fabricate the radiation-
hardened component technologies;  Orlando &
Associates, Inc.’s oversight and IEEE 1393 compliance;
Optical Networks’ and the University of Arkansas’ high
speed optical transceivers; Broadband Communications
Products demonstration and development of a low cost
development system; and Litton Amecom’s
commercialization of flight components.  Full SFODB
functionality was demonstrated by a team of BCP, OAI,
and TRW engineers. Here, we present SFODB’s
capabilities, an EO-1 example application, and the
demonstrated results.

TECHNOLOGY OVERVIEW
SFODB is a revolutionary, high-speed spacecraft bus
architecture based upon the commercial, Asynchronous
Transfer Mode (ATM) telecommunications standard.  The
highly reliable, deterministic network can simultaneously
support command, telemetry, and multiple high
bandwidth instruments over its fiber optic bus.  SFODB’s
one gigabit per second data transfer rate represents a
thousand-fold data rate increase over the flight proven
SAE 1773 fiber optic protocol.  The IEEE 1393 SFODB
implements a redundant, cross strapped, ring-based
architecture which includes one controller node and up to
127 transmit/receive nodes, as shown in Figure 1 below.

Figure 1.   SFODB Fiber Optic Network

SFODB’s low mass, low power, and reliable, high speed
data transfer rate make it well-suited for hyperspectral
imaging and other high speed applications.  SFODB was
designed to support bit error rates less than 10-13 per node
for non-solar flare environments and 10-11 per node during
the maximum solar flare.  Its commercial, software
configurable, ATM based protocol provides users
extraordinary flexibility when designing their data
handling architectures. Its ATM compatibility allows the
spacecraft to bypass the traditional groundstation and
route data directly to the user. The fiber optic cable
contains 100/140 micron, multimode graded index fiber.
SFODB’s standard, plug and play interface attributes
combine to significantly reduce spacecraft development



time and cost.  More detailed technical information about
SFODB’s capabilities and example applications may be
found at the following websites:
OAI:                    http://home.earthlink.net/~fjorlando/
NASA/GSFC:     http://eo1.gsfc.nasa.gov

BACKGROUND
The IEEE 1393 SFODB network, shown in Figure 1, was
developed jointly by DoD and NASA. TRW and
Honeywell were the industry partners responsible for
designing and fabricating the original Serial SFODB
multi-chip modules (MCMs), see Figure 2 below.

Figure 2.  Serial SFODB Multi-chip Module
Serial SFODB controller node is illustrated above.

EO-1 chose SFODB to serve as a reliable, high rate, data
transfer media between its science instruments and the
Wideband Advanced  Recorder Processor (WARP).  The
Advanced Land Imager (ALI), the Atmospheric Corrector
(AC), and the Hyperspectral Imager (HSI) would all
interface to their respective SFODB node and
simultaneously transmit data to the WARP, as shown in
Figure 3.

The SFODB technology is implemented using either a
serial or parallel architecture. Parallel and serial
implementations are functionally identical and transparent
to the user. The original SFODB technology
demonstration for EO-1 employed a serial SFODB
approach. When limited availability of critical high speed
Gallium Arsenide (GaAs) integrated circuits caused Serial
SFODB schedule delays (see Fig. 3), NASA baselined the
Parallel SFODB architecture. The Parallel Fiber Optic
Data Bus architecture satisfied NMP’s critical NMP
validation objectives.  The next two sections briefly
describe Serial and Parallel SFODB architectures.
Figure 3.  Example:  EO-1 SFODB Application

Serial SFODB Implementation
The Serial SFODB architecture implements the IEEE
1393 Spaceborne Fiber Optic Data Bus standard.  The
standard utilizes a redundant fiber optic ring which
includes 1-primary link, 1-redundant link, 2-cross
strapped links, and 2-bypass links.  The software
configurable, ATM based network is scalable and
supports data rates from 200 Mbps up to 1 Gbps. The
SFODB consists of two types of nodes, a control node
(CFBIU) and up to 127 data nodes (FBIUs).  Data is
8B/10B encoded to improve the BER performance to less
than one error in 10-13 bits.  The CFBIU serves as the
configuration and control interface to the SFODB
network.  The FBIUs serve as the user’s interface to the
SFODB network.  The SFODB network supports three
types of protocol emulations:  Connection Switch, Packet
Switch, and Token Passing.  The network can support all
three modes simultaneously.

Figure 4 illustrates the high speed, GaAs integrated
circuits (clock recovery unit, transmitter, 8B/10B encoder,
8B/10B decoder, transmitter, and receiver ASICS).
Honeywell’s most recent SFODB GaAs wafer fabrication
was successfully completed by October 1998.  Wafer-
level testing verified a wafer lot yield, exceeding 17%,
which supports the limited production requirements of
spacecraft applications.

Figure 4. Serial SFODB ASIC Components

Parallel SFODB Implementation
Parallel and serial implementations are functionally
identical and transparent to the user. The Parallel SFODB
network is scalable and supports data rates from DC up to
1 Gbps.  Except for the physical layer, Parallel SFODB
implements the complete IEEE 1393 protocol.  Parallel
SFODB excludes Serial SFODB’s low yield GaAs
components but shares the same RICMOS IV and dual-
port RAM ASICS (see Figure 4). In addition, the Parallel
SFODB implementation can easily accommodate new
electronic and fiber-optic interface technologies as they
become available, to achieve higher data throughput rates.

Parallel SFODB’s simplest implementation replaces the
Serial SFODB’s primary, cross strap, and redundant
fibers with a parallel, 12-channel, fiber optic ribbon cable.
The 12-channel ribbon fiber consists of 8 data bits, 1 byte
clock, a frame sync signal, and 2 backup channels which
provide redundancy for the primary 10 channels (see Fig.
5).

Figure 5.  Parallel SFODB Block Diagram – FBIU

Parallel SFODB’s physical layer was developed  by
Optivision (now Optical Networks, Inc) via NASA\GSFC
small business innovative research (SBIR) grants.  The
SBIR programs produced prototype, 12-channel fiber
optic transmitter/receiver pairs (see Figure 8). All
prototypes passed performance verification testing,
vibration, and EO-1 level total dose and single event upset
(SEU) radiation testing.  Engineering and flight units are
being fabricated.  The 12-channel fiber optic ribbon cable
assembly is a modified commercial product from GORE
and USCONECT.  NASA/GSFC also partnered with
GORE and USCONECT to develop the 12-channel, fiber
optic cable assemblies.  NASA/GSFC analyzed the
commercial product to identify failure modes, conducted
outgassing and vibration testing, and recommended
modifications necessary to support SFODB in EOS-PM
missions.

Due to its byte wise parallel physical layer, Parallel
SFODB operates at about one eighth the clock rate as
serial SFODB and maintains a 1 Gbps user-data
throughput.  This implementation uses standard, rather
than very high speed and high risk, integrated circuit
technology.  Parallel FODB also eliminates the special



coding and clock recovery functions necessary with a
serial implementation. Its relatively low complexity and
risk greatly reduces parallel FODB’s non-recurring
development cost and time.

Industry partners will use SFODB or its component
technologies both in their production lines and in other
fiber optic programs.  Orlando and Associates, Inc. and
Broadband Communications Products will produce and
market the SFODB Development and Evaluation System.
Space Photonics, Inc. will produce and market the high
speed flight transmitters and receivers (formerly produced
by ONI). TRW has designed SFODB technologies into
several of their spacecraft programs.  Litton Amecom is
partnering with NASA/GSFC to design a “plug and play”
Parallel SFODB flight module.

Parallel SFODB Demonstration
On November 6, 1998, the first Parallel SFODB testbed,
containing one controller node and one user node, was
100% functional and operated at 1 Gbps.  To meet the
SFODB project’s demonstration goal (December 9,
1998), another user node was added to the system.

The Parallel SFODB Development and Evaluation
System, illustrated in Figure 7, was successfully
demonstrated at NASA’s Goddard Space Flight Center on
December 9, 1998.  Protocol Verification using the
Parallel SFODB Development and Evaluation System
was completed and successfully verified full compliance
to the SFODB IEEE 1393 standard.

The demonstrated system contained 1 Parallel SFODB
controller node, two Parallel SFODB user nodes, a
personal computer with customized-SFODB LabView
software, fiber optic cable assemblies, and a National
Instruments cable used to send and receive information to
the fiber optic ring.  User test data was entered, buffered
into the computer’s memory, inserted onto the fiber optic
ring and verified via the Parallel SFODB Development
and Evaluation System. The development system
provides a user-friendly tool for flight processor
development and verification. It also provides Earth
Science Users a platform to test their instrument’s
interface and data compatibility with the SFODB
network. The demonstration also showed SFODB’s
ability to replace costly multiplexing and demultiplexing
flight hardware.

The Parallel SFODB’s Development and Evaluation
System utilizes the flight SFODB protocol and dual port
random ASICs. To reduce costs, the system also
contained engineering test unit versions of the fiber optic
cable assemblies, transceivers, field programmable gate
arrays, and oscillator. The commercial grade engineering
test components were not screened as strictly as flight
components and had some performance variations.  The
system performed exceptionally well and was
demonstrated at a remarkable .8 Gbps (800 Mbps).

Although Litton Amecom is designing flight, “plug and
play” Parallel SFODB modules, the current design can
support flight missions.  To support flight missions,
known flight components (oscillator, a radiation-hardened
ASIC, transceivers, and fiber optic cable assemblies)
would replace the engineering test components.  The
personal computer interface would also be replaced with a
flight processor and SFODB commands generated from
the customized SFODB LabView software would be
translated into flight software.

User’s Data Input Interface
SFODB implements a simple, straightforward user
interface. User data is placed on the SFODB ring via a bit
clock and 32 bit parallel data interface (PFODB write
port).  For example, data transmission is achieved by
connecting a clock signal and the output of an analog to
digital converter to the PFODB write port (equivalent to
one of the gray, on-board connectors illustrated in Fig. 8).

SUMMARY
SFODB’s flexible, high rate architecture provides user’s
enormous design flexibility.  Its revolutionary, high-speed
spacecraft bus architecture supports direct data downlinks
to end-users. The highly reliable and deterministic
SFODB network can simultaneously support command,
telemetry, and multiple high bandwidth instruments over
its fiber optic bus. SFODB’s Development and Evaluation
System will dramatically reduce flight development cost
and time. Future efforts will produce SFODB testbeds  for
instrument developers and provide “plug and play” flight
modules.

Figure 7.  PFODB Demonstration Set-up

Figure 8.  PFODB Development Board - FBIU
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